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Abstract

For brands, gaining new customer is more
expensive than keeping an existing one.
Therefore, the ability to keep customers
in a brand is becoming more challenging
these days. Churn happens when a cus-
tomer leaves a brand to another competi-
tor. Most of the previous work considers
the problem of churn prediction using the
Call Detail Records (CDRs). In this paper,
we use micro-posts to classify customers
into churny or non-churny. In recent years,
Deep Neural Networks (DNNs) achieved
state-of-the-art in various NLP applica-
tions. We investigate the use of convolu-
tional neural networks (CNNs) to classify
customers to churny or non-churny. In ad-
dition, we show that using pretrained word
embeddings to initialize word vectors im-
prove the system performance. Experi-
mental results showed that we were able to
outperform the state-of-the-art results on
publicly available Twitter dataset with an
interesting margin.

1 Introduction

Customer churn may be defined as the process of
losing a customer that just recently switches from
a brand to another competitor. The churn prob-
lem can be tackle from different angles: most of
the previous work use CDRs to identify churn-
ers from non-churners (add references). More re-
cently, with more data became available on the
web, brands can use opinions expressed by cus-
tomers on social networks, forums and especially
Twitter to discriminate churny from non-churny
customers. We used the churn dataset developed
by (Amiri and Daumé III, 2015) and collected
from Twitter for three telecommunication brands:

Verizon, T-Mobile, and AT&T.
Previous state-of-the-art works tackled the

churn using machine learning techniques (linear
classification, support vector machines, and logis-
tic regression) with hand-crafted features(Amiri
and Daumé III, 2015). More recently,(Amiri and
Daumé III, 2016) used Recurrent Neural Networks
(RNNs) to classify customers in churners and non-
churners.

Recently, deep learning models have achieved
great success in various domains and difficult
problems such as computer vision (Krizhevsky
et al., 2012) and speech recognition (Hinton et al.,
2012). In natural language processing, much
of the work with deep learning models has in-
volved language modeling (Bengio et al., 2003;
Mikolov et al., 2013), sentiment analysis (Socher
et al., 2013; Dos Santos and Gatti, 2014), and
more recently, neural machine translation (Cho
et al., 2014; Sutskever et al., 2014). Furthermore,
these models can use backpropagation algorithm
for training (Rumelhart et al., 1988).

We investigate the use of convolutional neu-
ral networks (CNN) combined with pretrained
word embeddings to predict the churny from non-
churny customers in micro-blogs. CNN achieved
astonishing results in various applications in com-
puter vision (add references). In addition, CNN
has been shown to be effective in many NLP appli-
cations, achieving better results in sentence mod-
eling(Kalchbrenner et al., 2014), search query re-
trieval (Shen et al., 2014) and neural language
models (Kim et al., 2015).

2 Approach

Our model is based on a CNN where we initial-
ize word vectors with pretrained word embeddings
which has been used in various NLP applications
such as NER (Ma and Hovy, 2016). The pre-



trained word embeddings are publicly available,
they were trained by (Mikolov et al., 2013). We
show that the same idea can be applied to churn
prediction in micro-blogs to improve the system
performance. This is consistent with the idea that
in many NLP classification tasks, pretrained word
embeddings are universal feature extractors.

The main architecture used in this paper is a
variant of the model used by (Collobert et al.,
2011). Given a tweet T with length n where
we add padding whenever it is necessary for the
model, T is represented as the following:

v1n = v1 ⊕ v2 ⊕ ...⊕ vn (1)

where vi represents the word vector of the i-th
word in the sentence T and ⊕ represents the con-
catenation operator. We use successive filters w
to obtain multiples feature map. Each filter is
applied to a window of m words to get a single
feature map: Fi = f(w.vii+m−1 + b) where b is
the bias and f is the non-linearity where we used
ReLU (Rectified Linear Unit). In the next step, we
applied a max-over-time pooling operation (Col-
lobert et al., 2011) to the feature map and take the
maximum value. The results are feed to a fully
connected softmax layer to get probabilities over
the tweets. Figure 1 illustrates the architecture of
our system where we consider the system is clas-
sifying the input sentence: “swtich from crappy
Brand-1 to Brand-2 or Brand-3”.

2.1 Implementation details
Training is done using stochastic gradient descent
over mini-batches with the Adadelta update rule
(Zeiler, 2012). The windows used are m = 3, 4
and 5 with 100 feature maps each, the mini-batch
size is 50 and dropout rate is 0.5. We used 10%
of the training dataset as dev set to tune the hyper-
parameters. For pretrained word vectors, we use
the publicly available word2vec vectors trained on
100 billion words from Google News. We used
300 as the dimension of word vectors using the
continuous bag-of-words model.

3 Dataset and Experiments

We use the dataset provided by (Amiri and
Daumé III, 2015). The authors collected the data
from twitter for three telecom brands: Verizon, T-
Mobile, and AT&T (Table 1). We test our model
using this dataset and compare the obtained re-
sults with the previous best results. The state-

Figure 1: The system architecture.

of-the-art results were produced by (Amiri and
Daumé III, 2016) where they achieved 78.30 in F1
score. They used a combination of Bag of Words
(BOW) features and Recurrent Neural Networks
(RNN). Table 2 shows a brief presentation of the
experimental results and the comparison with the
previous best system. We were able to achieve the
state-of-the-art by outperforming the previous best
system by 2.37 in F1-score.

Brand Churny Non-Churny
Verizon 447 1543
T-Mobile 95 978
AT&T 402 1389

Table 1: The churn microblog dataset.

Models F1-score
Amiri and Daume III, 2016 78.30
ChurnCNN 80.67

Table 2: Comparison between our system
(ChurnCNN) and (Amiri and Daumé III, 2015).

In the work of (Amiri and Daumé III, 2016), au-
thors showed that state-of-the-art approaches used
in sentiment analysis fail to identify churny con-
tent. In this paper, we showed that an end-to-end
deep CNN with pretrained word embeddings out-
performs all the previous approaches. It should be
noted that we used a simple CNN without hand-
engineered features. In the future work, we will
use more complex deep neural network architec-
ture in order to improve our results.
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