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Abstract

Rumour stance classification is a task that
involves identifying the attitude of Twit-
ter users towards the truthfulness of the
rumour they are discussing. Stance clas-
sification is considered to be an important
step towards rumour verification, therefore
performing well in this task is expected
to be useful in debunking false rumours.
In this work we classify a set of Twit-
ter posts discussing rumours into either
supporting, denying, questioning or com-
menting on the underlying rumours. We
propose an LSTM-based sequential model
that, through modelling the conversational
structure of tweets, obtains state-of-the-
art accuracy on the SemEval-2017 Ru-
mourEval dataset.

1 Introduction

In stance classification one is concerned with de-
termining the attitude of the author of a text to-
wards a target (Mohammad et al., 2016). Targets
can range from abstract ideas, to concrete entities
and events. Stance classification is an active re-
search area that has been studied in different do-
mains (Ranade et al., 2013; Chuang and Hsieh,
2015). Here we focus on stance classification of
tweets towards the truthfulness of rumours circu-
lating in Twitter conversations in the context of
breaking news. Each conversation is defined by
a tweet that initiates the conversation and a set of
nested replies to it that form a conversation thread.
The goal is to classify each of the tweets in the
conversation thread as either supporting, denying,
querying or commenting (SDQC) on the rumour
initiated by the source tweet. Being able to detect
stance automatically is very useful in the context
of events provoking public resonance and associ-
ated rumours, as a first step towards verification of

early reports (Zhao et al., 2015). For instance, it
has been shown that rumours that are later proven
to be false tend to spark significantly larger num-
bers of denying tweets than rumours that are later
confirmed to be true (Mendoza et al., 2010; Proc-
ter et al., 2013; Derczynski et al., 2014; Zubiaga
et al., 2016).

Here we focus on exploiting the conversational
structure of social media threads for stance clas-
sification and introduce a novel LSTM-based ap-
proach to harness conversations.

2 Dataset

We use the dataset of Twitter conversation threads
associated with rumours around ten different
events in breaking news, including the Paris shoot-
ings in Charlie Hebdo, the Ferguson unrest, the
crash of a Germanwings plane1. These events in-
clude 325 conversation threads consisting of 5568
underlying tweets annotated for stance at the tweet
level as either supporting,denying, querying or
commenting on a rumour.

3 Method

3.1 Features
We use the following features:
• Word vectors: we use a word2vec (Mikolov

et al., 2013) model pre-trained on the Google
News dataset (300d) using the gensim pack-
age (Řehůřek and Sojka, 2010).
• Tweet lexicon: (1) count of negation words2

and (2) count of swear words.3

• Punctuation: (1) presence of a period, (2)
presence of an exclamation mark, (3) pres-

1http://alt.qcri.org/semeval2017/task8/index.php?id=data-
and-tools

2A presence of any of the following words would be con-
sidered as a presence of negation: not, no, nobody, nothing,
none, never, neither, nor, nowhere, hardly, scarcely, barely,
don’t, isn’t, wasn’t, shouldn’t, wouldn’t, couldn’t, doesn’t

3A list of 458 bad words was taken from
http://urbanoalvarez.es/blog/2008/04/04/bad-words-list/



Accuracy Macro F S D Q C
Development 0.782 0.561 0.621 0.000 0.762 0.860
Testing 0.784 0.434 0.403 0.000 0.462 0.873

Table 1: Results on the development and testing sets. Accuracy and F1 scores: macro-averaged and per
class (S: supporting, D: denying, Q: querying, C: commenting).

ence of a question mark, (4) ratio of capital
letters.
• Attachments: (1) presence of a URL and (2)

presence of images.
• Relation to other tweets (1) Word2Vec

cosine similarity wrt source tweet, (2)
Word2Vec cosine similarity wrt preceding
tweet, and (3) Word2Vec cosine similarity
wrt thread
• Content length: (1) word count and (2) char-

acter count.
• Tweet role: whether the tweet is a source

tweet of a conversation.
Tweet representations are obtained by averaging
word vectors in a tweet and then concatenating
with the additional features into a single vector,
at the preprocessing step. We found this set of fea-
tures to be the best compared to using word2vec
features on their own or any of the combinations
of subsets of these features.

3.2 Branch - LSTM Model

To tackle the task of rumour stance classification,
we propose branch-LSTM, a neural network archi-
tecture that uses layers of LSTM units (Hochre-
iter and Schmidhuber, 1997) to process the whole
branch of tweets, thus incorporating structural in-
formation about the conversation (see the illustra-
tion of the branch-LSTM on Figure 1). The input
at each time step i of the LSTM layer is the rep-
resentation of the tweet as a vector. We record the
output of each time step so as to attach a label to
each tweet in a branch4. This output is fed through
several dense ReLU layers, a 50% dropout layer,
and then through a softmax layer to obtain class
probabilities.

The model uses tweet representation as the
mean average of word vectors concatenated with
extra features described above. Due to the short
length of tweets, using more complex models for
learning tweet representations, such as an LSTM
that takes each word as input at each time step

4For implementation of all models we used Python li-
braries Theano (Bastien et al., 2012) and Lasagne (Dieleman
et al., 2015).
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Figure 1: Illustration of the input/output structure
of the branch-nestedLSTM model.

and returns the representation at the final time step,
does not lead to a noticeable difference in the per-
formance based on cross-validation experiments
on the training and development sets, while taking
significantly longer to train.

4 Results

The performance of our model on the testing and
development set is shown in Table 1. Together
with the accuracy we show macro-averaged F-
score and per-class macro-averaged F-scores since
these metrics account for class imbalance. The dif-
ference in accuracy between the test and develop-
ment sets is minimal, however we see significant
difference in Macro-F score due to different class
balance in these two sets. Macro-F score could be
improved if we used it as a metric for optimising
hyper-parameters. The branch-LSTM model pre-
dicts commenting, the majority class well, how-
ever it is unable to pick out any denying, the most-
challenging under-represented class.

5 Conclusions

Our method decomposes the tree structure of con-
versations into linear sequences, achieves an ac-
curacy of 78.4% on the test set and constitutes the
state-of-the-art for rumour stance classification. In
future work we plan to explore different methods
for modelling tree-structured conversations.
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