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Abstract

We present a study in which we train neural models that approximate rules that assess the quality of English sentences. We modeled five rules using deep LSTMs trained over a dataset of sentences whose quality is evaluated under such rules. Preliminary results suggest the neural architecture can model such rules to high accuracy.

1 Introduction

People trying to master the art of writing correct sentences in English for the first time often find themselves in the struggle of learning the essential rules to do so. In an effort to assist in this process we studied how to represent a sentence with the purpose of analyzing its quality according to well-known rules. We make use of recent developments in deep learning to achieve a rich representation of single sentences, commonly known as embedding (Palangi et al., 2016). Sentence quality has been traditionally evaluated in the context of machine translation to measure success (Luong et al., 2014; Specia et al., 2009). However, our work measures the quality of a sentence as the end product of the model. Recently, recurrent neural networks (RNNs) with long-short term memories (LSTMs) have been used for word embedding (Ma and Hovy, 2016; Wang et al., 2018), sentence embedding (Vinyals et al., 2015; Chen et al., 2018), and paragraph or document embedding (Li et al., 2015; Zhao et al., 2018) with very good results. These works have demonstrated the utility and robustness of finding discriminative vectorial representations that preserve context and major structures of words and bodies of text. Thus, we decided to study their utility in modeling and assessing the overall quality of individual sentences. A very early version of this work was presented at a workshop in NeurIPS 2018 (Rivas and Pagalla, 2018).

2 Methodology and Results

2.1 Rules

There are well-known rules that make a sentence a good sentence. We focused on the following five:

1. **Subjects.** The subject must be the main character, not actions expressed as abstract nouns.

2. **Verbs.** The important actions in the sentence should be verbs, not abstract nouns.

3. **Introductory Phrases.** Introductory phrases in a sentence (if any) should follow rules 1 and 2 and should not be too long; around five words is acceptable.

4. **Nouns.** Strings of consecutive nouns (three or more) should be avoided to preserve sentence clarity.

5. **Conciseness.** Words that mean little or nothing, words that repeat the meaning of other words, words implied by other words, should all be avoided.

2.2 Data

These rules are nearly impossible to define in a precise manner without falling into endless exceptions due to the natural complexities that the English language produces having a context-dependent grammar.
Table 1: Results for each rule. Cross-validated mean absolute error and accuracy.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Rule 1</th>
<th>Rule 2</th>
<th>Rule 3</th>
<th>Rule 4</th>
<th>Rule 5</th>
<th>Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAE</td>
<td>0.097 ± 0.01</td>
<td>0.109 ± 0.00</td>
<td>0.143 ± 0.01</td>
<td>0.089 ± 0.01</td>
<td>0.229 ± 0.01</td>
<td>0.133</td>
</tr>
<tr>
<td>ACC</td>
<td>90.45 ± 0.01</td>
<td>89.23 ± 0.00</td>
<td>85.87 ± 0.01</td>
<td>91.23 ± 0.01</td>
<td>77.43 ± 0.01</td>
<td>86.84</td>
</tr>
</tbody>
</table>

Thus, we approached the problem by creating a dataset labeled by English experts evaluating a sentence using the five rules above. The data comes from college students writing after the removal of all personal identification data. The average length of the sentences in the dataset is 110 words, and the vocabulary size is 73140.

2.3 Architecture

The input to our model is a sentence of arbitrary length. Following a common practice (Bocklisch et al., 2017), we use the SpaCy NLP library for part-of-speech (POS)-tagging, word dependency analysis, and word lemma identification. Similarly, we use the NLTK library for POS-tagging (Bird and Loper, 2004). One of the reasons to use both libraries is due to their differences in the methodology for POS-tagging.

Once these features are extracted for a sentence, it follows to zero-pad before embedding. The embedding layer has 300 neurons and it is pre-trained using Word2Vec (Mikolov et al., 2013), which in our experiments increased accuracy by 3.2%.

The embedding layer is followed by an LSTM layer that is used to characterize and preserve any potential rule violations. This layer has 256 neural units and has a sequence length of 350, or 350 layers when the recurrence is unfolded. The RNN is followed by a fully connected network (FCN) with 256 neurons and an output layer with 2 neurons using logit activations. These two neurons will output a probability of the violation or fulfillment of each rule. This architecture is depicted in Figure 1. For every single rule, there is a model following the exact same architecture.

2.4 Results

The overall cross-validated average accuracy is 86.84% and the mean absolute error is 0.133 across all five rules. Table 2.4 shows the results for each individual rule in cross validation. The mean absolute error is calculated as $\frac{1}{N} \sum_{i=1}^{N} |y_i - \hat{y}_i|$ where $y_i$ is the $i$-th target output and $\hat{y}_i$ is the predicted output of the network. The rule most successfully predicted is the rule of nouns with 91.23% while the worst is the rule of concision with 77.43%. Intuitively, the rule about concision is extremely complicated to model as it needs a larger corpus relating meaning of phrases to a summarized expression of the same meaning. Further work will explore this alternative.

A live demo of this project can be found in [https://wa.reev.us](https://wa.reev.us) in which we implemented the models to give sentence-level feedback to people learning to write good sentences.
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