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Abstract

There is a growing amount of research interests towards Indigenous languages, realities and
challenges within the NLP international community. Up do date, these Indigenous languages
have been very challenging when dealing with many NLP tasks and applications because of
multiple features such as polysynthesis, morphological complexity, dialectal variation with rich
morpho-phonemics, spelling with noisy data and low resource scenarios. In this research, we
systematically review the literature related to Machine Translation systems for Indigenous lan-
guages. Through this review, we make our focus on Inuktitut, one of the Indigenous polysyn-
thetic languages spoken in Northern Canada. Experiments and evaluations on our first Inuktitut-
English neural machine translation are conducted considering additional features extracted from
the source-target alignment information and other bilingual lexicons.

1 Introduction

There is a great diversity of Indigenous languages, in America, about 900 different Indigenous languages
spoken (Mager et al., 2018). Particularly, in Canada, Indigenous languages, which are identified in 12
linguistic families (Rice, 2011), have been at the heart of the history of First Nations, Métis and Indige-
nous community-oriented cultures and continue to play a vital role (Oster et al., 2014; Whalen et al.,
2016; Coronel-Molina and McCarty, 2016). However, the development of Indigenous language tech-
nology faces many challenges such as polysynthetic with a high rate of morpheme per word, lack of
orthographic normalization, dialectal variation and low resource (Littell et al., 2018). Inspired by statis-
tical machine translation systems and their benefits (Koehn, 2009), with a relation to the source-target
alignment information and the involvement of bilingual lexicons, this research aims at investigating our
first Inuktitut-English neural machine translation. Experiments are conducted with additional features
during the training and the decoding steps.

The balance of the paper is as follows: Section 2 presents the state-of-the-art on Machine Translation
approaches for Indigenous languages. Section 3 presents our approach that is related to our first neural
MT for one of these Indigenous languages. Section 4 highlights the significant results and section 5
concludes this research and provides some directions for future research.

2 Related work

The development of Machine Translation systems for Indigenous languages have followed the trends in
the field, with (1) rule-based, (2) statistical-based and (3) neural network-based approaches. (1) Rule-
Based Machine Translation (RBMT) approaches are popular and suitable for low resource languages.
However, the main drawback is the training requires a lot of linguistic knowledge related to Indigenous
languages (Mager et al., 2018). (2) In Statistical-based Machine Translation (SMT) approaches, for
translating to and from morphologically complex languages, researchers have proposed treating words
as sentences or subword units. Micher (2018) applied the Byte Pair Encoding (BPE) algorithm (Sennrich
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et al., 2016) preprocessing both the English and Inuktitut sides of the Nunavut Hansard corpus, in the
Inuktitut to English direction, reported a BLEU score of 30.35. (3) Neural network-based Machine
Translation (NMT) approaches use neural networks architectures that are fed with very big amounts of
parallel texts. However, these resources are currently unavailable in most Indigenous languages, except
Inuktitut-English (Joanis et al., 2020).

3 Our proposed approach

The purpose of this paper aims to investigate our first Inuktitut-English neural machine translation system
based on Transformer-based encoder-decoder architecture (Vaswani et al., 2017). Our approach consists
of three main parts. First, in the preprocessing of training datasets, we deal with morphology complexity
by applying unsupervised tokenization, such as Byte Pair Encoding (BPE) (Sennrich et al., 2016), for
both source and target languages. Second, we incorporate source-target alignment information in the
training step. We apply an unsupervised word aligner, fast align (Dyer et al., 2013) to generate sym-
metrized source-target alignments, trained on BPE preprocessed data. Third, we inject, in the decoding,
source-target morphological information, such as bilingual lexicon. We apply lexicon extractor from
Moses (Koehn et al., 2007) to prepare a bilingual lexical shortlist which is passed to the decoder.

4 Experiments and Evaluation

In our experimental part, we train our NMT model by using the Nunavut Hansard for Inuktitut-English
bilingual corpus (3rd edition) as described in Joanis et al. (2020). This corpus contains 1,293,348 sen-
tences, 5,433 sentences and 6,139 sentences for training set, validation set and testing set, respectively.

In the preprocessing step, we use the Moses (Koehn et al., 2007) tokenizer to get tokens and apply
subword-nmt (Sennrich et al., 2016) toolkit to create a BPE vocabulary with dimension of 30,000. We
use Marian-nmt (Junczys-Dowmunt et al., 2018) to train our Transformer-based NMT with following
hyper-parameters settings: 6-layer depth for both encoder and decoder, embedding dimension of 512,
2048 units in hidden layers in the feed-forward networks, optimizer with SGD, an initial learning rate
of 0.0003. We run 50 iterations (#max epochs) with an early stopping based on the cross-entropy scores
for the validation set every 5,000 updates. We use 6-GPUs of NVIDIA GeForce GTX 2080 Ti 12Gb.

We evaluate our models by using the BLEU metric (Papineni et al., 2002) with lowercase and v13a
tokenization, similare to (Joanis et al., 2020). The baseline represents the Transformer-based NMT with
only BPE-preprocessed data. Then we experiment three others systems 1, 2 and 3, to optimize our results,
by adding a source-target alignment information, a source-target bilingual lexicon and all additional
features, respectively (Table 1). We observed that the lexical and alignment information brought more
knowledge in the training and decoding phase. The performance of our NMT model can be improved by
+1,03 of BLEU scores with all additional features, comparing the baseline. Our proposed approach had
a positive impact on the performance of the NMT model.

Inuktitut → English Test set Inuktitut → English Test set
SMT (Joanis et al., 2020) 27.80 Baseline + align information (System 1) 35.71
Baseline NMT (Joanis et al., 2020) 35.00 Baseline + lex.s2t (System 2) 35.93

All (System 3) 36.03

Table 1: Comparison of our proposed approach for Transformer-based NMT, in terms of BLEU scores

5 Conclusion

In this paper, we presented our ideas on creating an Inuktitut-English NMT system thanks to the fast
growing interest on Indigenous languages within the NLP community. Our review on NLP researches
helped us to conclude that MT can be one of the best-known language technology to revitalize and
preserve endangered languages. In the future, for scientific progress, we expect to conduct more research
to enhance Indigenous language technology development. We also suggest to build a close collaboration
with Indigenous community-driven organizations and Indigenous communities across Canada.
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