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1 Introduction

This paper describes the development of a morphological transducer for Sakha using free/open-source tools
available as part of Helsinki Finite State Technology (HFST). Sakha is a Turkic language, with around 450 000
native speakers, primarily residing in the Sakha Republic. The Sakha Republic is located in Northeast Asia, and
is part of the Russian Far East. Sakha speakers are subject to increasing economic (Streletskiy et al., 2019) and
cultural (Lavrillier and Gabyshev, 2021) peril due to climate change.

The transducer described in this paper provides morphological analysis and generation for Sakha, is entirely
hand-crafted, and is publicly available under the GPL v3 Free/Open Source licence.¹ Morphological transduc-
ers can be used in a wide range of language technology applications and “downstream tasks”; e.g., they may
be repurposed as spell checkers and used in rule-based machine translation pipelines. The Sakha transducer
described here is currently used in Revita, a language learning application designed to support individual ef-
forts at language maintenance (Katinskaia et al., 2018; Ivanova et al., 2019). Morphological transducers are an
important technology for NLP, since they are linguistically informed and well understood, and require a single
development cycle (Butt, 2020).

2 Background and Methodology

Despite being rather divergent from other Turkic languages, Sakha shares a lot of properties with them: it can be
described as agglutinating, meaning words may be inflected using a series of affixes; the word order is generally
Subject-Object-Verb; and there are backness and rounding vowel harmony systems.

The function of a morphological transducer is twofold: morphological generation takes surface forms (e.g.,
атын) as input and returns all possible lexical forms (e.g., ат<n><px3sg><acc>/атын<adj>, cf. /ɑt/ ‘horse’,
/ɑtɯn/ ‘different’), and morphological analysis takes lexical forms (e.g., ат<n><px3sg><acc>) and returns one or
more surface forms (e.g., атын). Morphological transducers are implemented as finite state transducers (FSTs),
and in this case are compiled from hand-coded lexical, morphotactic, and morphophonological generalisations.
The lexicon and inflectional morphotactics are encoded in the lexc formalism, and the morphophonology in
twol; the two files are compiled as FSTs using Helsinki Finite-State Technology (HFST) (Lindén et al., 2011),
and these FSTs are intersected to produce the full transducer, per Koskenniemi (1983) and Beesley andKarttunen
(2003). This follows the methodology used in previous Turkic FSTs (Washington et al., 2019).

Stems were added to the lexicon by their frequency of forms containing them in the Sakha Wikipedia cor-
pus. Specifically, we went through an iterative process (documented in Washington et al. (2016)) of analysing
the corpus using the transducer, identifying the stems of the most frequent unrecognised forms, adding those,
recompiling, and running analysis again. Some examples of non-lexical development follow.

3 Contents and design

The transducer currently includes over 10 500 stems, consisting of around 5 400 nouns, over 2 100 proper nouns,
over 1 300 adjectives, and over 1 000 verbs. The remaining stems are divided between adverbs, numerals, pro-
nouns, postpositions, conjunctions, and determiners. The tagset consists of 105 separate tags, 15 covering the
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main parts of speech (noun, adjective, verb, adverb, postposition, etc.) and 90 covering lexical subcategory—
e.g., transitivity, proper noun class, determiner type, etc.—and morphological function—e.g., case, number,
person, possession, tense-aspect-mood, etc. The tags are based on the Apertium tagset² defined in the lexc
source as multi-character symbols, between less than ‘<’ and greater than ‘>’ symbols, along with comments
describing their usage.

Because long vowels in Sakha ({I}{I}, {A}{A}) behave as their short-vowel counterparts with regard to vowel
harmony, but {I}{A} (high+low vowel) diphthongs behave like high vowels and not like low vowels (they round
after any round vowel, and do not trigger the rounding of low vowels), each twol harmony rule (single character-
to-character mappings) had to be sensitive to whether a harmonising vowel character is a component of a long
vowel or a diphthong or not, and many of the alternations required multiple rules to implement.

Sakha also has consonant assimilation processes that apply in both directions. The verb form /tutn-bIt-A/
‘use–♯♠♲♳–3’ is realised as тутуммута [tutummuta], where the /n/ triggers nasalisation of the following /b/,
and the /b/ triggers labialisation of the preceding /n/. In twol, this sort of mutual influence is not problematic,
and may be implemented simply as two rules sensitive to the underlying form of adjacent consonants.

Stem alternations like уһун ‘swim.♨♬♯’ / устар ‘swim-♯♱♤♲‘ exhibit three single-character alternations in se-
quence, here: һ ‘h’/с ‘s’ due to intervocalic lenition, harmonised high vowel/∅ due to consonant cluster restric-
tions, and н ‘n’/т ‘t’ due to sonority restrictions. Each of these alternations required at least one twol mapping,
variably sensitive to the other alternations and to other parts of the morphophonological context. The morpho-
logical forms were implemented using a special archiphoneme {y} that was conditioned to alternate between
nothing and a context-appropriate high vowel, as in previous Turkic transducers (Washington et al., 2019).

Sakha exhibits a high number of non-finite verb forms, many of which have finite uses as well. Previous
grammars like Убрятова et al. (1982) categorise these forms as either participles or converbs, and do not present
a detailed categorisation of their uses. As part of the construction of this transducer, we identified for each of
these non-finite verb forms whether it had finite, verbal noun, verbal adjective, verbal adverb, or infinitive uses,
and implemented each use separately. We found that while this results in some syncretism for many forms, there
is not a strict participle/converb binary as presented in previous sources. This work, documented in more detail
in Washington and Tyers (2019; Washington et al. (2022), constitutes a novel understanding of Sakha grammar.

4 Evaluation

We calculated the naïve coverage (percentage of forms receiving an analysis, whether correct or not) of the
analyser on a recent version of the Sakha Wikipedia (~2.59M tokens) and a newspaper corpus (>16M tokens)
(Leontiev, 2015). Coverage on the Wikipedia corpus is 88.76%. Most top unknown tokens are foreign words
(Russian and English words not used in Sakha) and pieces of URLs. Coverage on the newspaper corpus is
87.68%. The slightly higher coverage on the Wikipedia corpus despite the foreign content is expected, since
we used frequency lists from this corpus to add stems to the transducer. The mean ambiguity of the transducer
(average number of analyses returned by the transducer per token) over the Wikipedia corpus is 2.32 and over
the newspaper corpus is 2.22.

To measure the transducer’s precision (percentage of analyses returned by the transducer that is correct) and
recall (percentage of the correct analyses that is returned), we selected 500 valid words of Sakha randomly from
the Wikipedia corpus, ran them through the analyser, and manually annotated this list to create a gold standard.
Manual annotation consisted of adding analyses, and removing and correcting returned analyses for each form.
The gold standard was then compared to the original list of analyses returned by the analyser. Precision was
99.9%, recall was 69.9%; i.e., nearly every form returned by the transducer was deemed correct, but many
correct analyses were not returned by the transducer (mostly due to low coverage).

5 Future work

The main future work to be done to improve this transducer is increasing the size of the lexicon. While a good
level of coverage has been achieved with only around 10 000 stems, production-quality morphological analysers
have tens of thousands of stems, even for morphologically-rich languages like Sakha. A number of minor issues
in the implementation of some morphophonological alternations in the transducer were identified recently when
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the transducer was used as part of data generation for a shared task (Pimentel et al., 2021). It is expected that
coverage will increase as a result of fixing these issues as well. Once good coverage has been achieved with a
morphological analyser, the next logical step is to start work on morphological and syntactic disambiguation. As
the mean ambiguity figures suggest, there is a lot of work that can be done on disambiguation.

6 Conclusion

We have presented, to our knowledge, the first ever published morphological analyser and generator for Sakha,
a marginalised language of Siberia. The transducer has coverage of between 87-89%, and high precision. In the
development of the analyser, we have expanded linguistic knowledge about Sakha, and developed strategies for
complex grammatical patterns. The transducer is already being used in downstream tasks, including computer
assisted language learning applications for linguistic maintenance and computational linguistic shared tasks.
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