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Abstract

A single scientific concept can be described in many different ways, and the most informative
description depends on the audience. In this paper, we propose generating personalized scientific
concept descriptions that are tailored to the user’s expertise and context. We outline a complete
architecture for the task and release an expert-annotated resource, ACCoRD, which includes
2,360 labeled extractions and 1,309 hand-authored concept descriptions for the key first step of
extracting and generating multiple distinct descriptions of a concept in terms of different refer-
ence concepts. Our results show that existing models are not suitable for our task and that our
extractive model substantially outperforms these baselines.

1 Introduction

Theories of learning suggest that an effective way to describe a new concept to someone is to ground
its description within the network of concepts they are already familiar with (NRC, 2000). For exam-
ple, while many would appreciate a description of MultiRC (Khashabi et al., 2018) stated in terms of
a widely-accessible reference concept (e.g., “dataset”), a reader familiar with other machine compre-
hension benchmarks (e.g., SQuAD (Rajpurkar et al., 2016)) might find a comparison that highlights the
differences between the benchmarks to be more helpful (see Fig. 1).

This paper investigates the new challenge of producing multiple descriptions for a single concept
(hereafter “target”) in terms of distinct reference concepts, and identifying the description that is most
helpful for a given user. Given text from scientific papers, our system extracts the sentences that describe
one scientific concept in terms of another and generates succinct, self-contained descriptions of the
concepts’ relationship. For personalization, we propose a description-ranking scheme that incorporates
an estimate of user expertise.

“MultiRC is a dataset of short 
paragraphs and questions that 

can be answered from the content 
of the paragraph.”

“MultiRC is like SQuAD, except 
MultiRC deliberately attempts to 

include multi-sentence reasoning.”

“MultiRC is like MCTest, except 
MultiRC doesn’t assume exactly 

one correct answer.”
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“Unlike most current 
datasets which rely on 

only one or two sources 
for their paragraphs (e.g. 

CNN/DailyMail and 
SQuAD, MultiRC uses 7 

different domains.”

“Assuming exactly one correct 
answer (e.g., as in MCTest and 

RACE) inadvertently changes the task 
to choosing the most likely answer. 
Because of this limitation we design 

MultiRC to use multiple-choice 
representations.”

Figure 1: Overview of our proposed system: (A) extract sentences describing one concept in terms of
another, (B) summarize the extracted sentences into succinct, self-contained concept descriptions, and
(C) rank the most suitable descriptions of a target concept for the user.
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Model
Train set

HEDDEx
W00

HEDDExis-a
W00

DyGIE++
SciERC

SciBERT
ACCoRD

Positive
baseline

F1 0.329 0.449 0.532 0.624 0.484

Table 1: Results for our extractive model and relevant baselines on the ACCoRD test set (n = 674). Our
model trained on ACCoRD outperforms models that target related tasks, even when they beat a baseline
that always assigns positive labels, suggesting that our data set addresses an importantly different task.

While previous work has investigated extracting and generating definitions of scientific con-
cepts (Espinosa-Anke and Schockaert, 2018; Vanetik et al., 2020; Veyseh et al., 2020; Kang et al.,
2020), they focus on producing a single canonical description for each concept, whereas we aim to pre-
serve multiple distinct descriptions. Likewise, extracting concept comparisons has been targeted in the
context of relation extraction (Luan et al., 2018; Luu et al., 2021), but this setting does not require that
the comparison be descriptive of a concept.

2 Data set

We release Automatic Comparison of Concepts with Relational Descriptions (ACCoRD)1, a high-quality
(Cohen’s κ = 0.658) data set from the computer science (CS) domain that includes 2,360 labeled extrac-
tions and 1,309 hand-authored concept descriptions. The concept descriptions in our data set describe a
target scientific concept in terms of another concept using one of four relation types: is-a, compare, part-
of, and used-for. We include both 1-sentence and 2-sentence source text settings to allow for experiments
on the effects of richer context on our task.

To create this data set, we considered the abstract, introduction, and related works sections of 741
CS papers from S2ORC (Lo et al., 2020), a large corpus of academic papers. We automatically identi-
fied candidate sentences with at least one significant CS concept by performing simple string matching
against a set of high-precision concepts extracted from CS papers (King et al., 2019). These sentences
were labeled as positive if they described a target scientific concept in terms of any other concept. Each
positive extraction could yield multiple concept descriptions if a target concept was described in terms
of multiple other concepts in the source text, or if the extraction contained multiple target concepts.

3 Experiments and results

We build a SciBERT-based (Beltagy et al., 2019) extractor to identify sentences that describe a target
concept in terms of another concept. The model is trained on ACCoRD extractions, with concepts
demarcated as in Wu et al. (2019). We select optimal hyperparameters using cross-validation on the
training set. The output of our extractive model is used as input to our BARTLARGE (Lewis et al., 2020)
model fine-tuned on the hand-authored concept descriptions in ACCoRD to generate the final target
concept description. This model maps each extraction to a single concept description; multi-sentence
summarization is only done in the 2-sentence source text setting.

Extraction We compare our model’s results on ACCoRD to those of existing state-of-the-art scientific
definition and relation extraction systems. For our definition extraction baseline, we test HEDDEx (Kang
et al., 2020) trained on W00 (Yiping et al., 2013), a similarly sized corpus of definition sentences from
workshop papers from the 2000 ACL Conference. Since HEDDEx was originally only intended to
produce a single canonical definition of a scientific term within a paper, we also evaluate its performance
on the subset of ACCoRD that was marked as containing an “is-a” relationship between the reference
and target concept, to more faithfully evaluate its potential. For our relation extraction baseline, we test
DyGIE++ (Wadden et al., 2019) trained on SciERC (Luan et al., 2018), a scientific relation extraction
data set. Table 1 shows these results for the union of the 1- and 2-sentence source text settings in
ACCoRD, as our qualitative conclusions remained unchanged across these settings.

1Dataset available at https://github.com/allenai/ACCoRD



Error type Example source text Example BART summary % of samples
Factuality in this work, we propose a novel end-to-end

structureaware convolutional network (sacn)

that takes the benefit of <ENT> gcn

<ENT> and conve together.

<ENT> gcn <ENT> is a novel

end-to-end structureaware

convolutional network (sacn).

35

Reference

concept is

too general

...a more recent generation including the

microsoft academic search 5 and <ENT>

arnetminer <ENT> [12] systems has

highlighted the importance trend discovery

and prediction, and proposed novel features

for those purposes.

<ENT> arnetminer <ENT> is a

system that has highlighted the

importance trend discovery and

prediction, and proposed novel

features for those purposes.

20

Fluency the proposed protocol inherits the group

motion support of landmark routing

(<ENT> lanmar <ENT>). as in lanmar, a

landmark node is elected within each group;

the election procedure is dynamic and is

described in detail in [8, 20] .

<ENT> lanmar <ENT> is a

proposed protocol that inherits the

group motion support of landmark

routing, and as in lanmar, a landmark

node is elected within each group; the

election procedure...

15

Table 2: Examples of different error types from a small sample (n = 20) of our initial summarization
results produced by our BART model fine-tuned on ACCoRD.

Generation Preliminary evaluations on a small sample (n = 20) of our initial generative results show
that our model learned to identify the target concept and description format with high accuracy (100%
and 85%, respectively), but that these descriptions were factual in only 65% of samples, and fluent in
85%. We also find that 20% of generated descriptions in our sample were in terms of a reference concept
like “tool”, “system”, or “method” that is too general to support useful personalization. Table 2 shows
examples of source texts and their predictions for each of these error types. Finally, preliminary explo-
rations into the personalization phase showed that rankings of a random sample of generated descriptions
produced by 2 users with similar domain knowledge were highly correlated.

4 Conclusions and future work

We presented personalized scientific concept description, the task of describing a target scientific concept
in terms of a reference concept most helpful for a given user. Our preliminary results show that the
computer science literature often contains multiple distinct descriptions for the same concept, and that
our extractive methods can produce more accurate results than relevant baselines.

Exploring personalization is a key item of future work. In particular, we plan to extract the scientific
concepts from the papers authored, cited, and read by the user to estimate which concepts the users
knows, and then present the generated description whose reference concept is most appropriate and
informative for the user’s background knowledge. Our approach requires that a diversity of descriptions
for the same concept be available in the corpus. Fortunately, extrapolation from our labeled data and
the term frequencies in S2ORC suggests this is the case. Specifically, of the 119k ForeCite concepts
strings we consider, we estimate that roughly half of them are described in terms of five or more distinct
reference concepts in S2ORC.

Additional future work will be directed at improving the factuality, fluency, and informativeness of
our generative methods; implementing and evaluating personalization schemes on top of the methods
evaluated in this work; and measuring the benefit of the complete system for users. While our current
methods only generate descriptions for computer science concepts found in ForeCite, extending our
methods to include concepts from other domains remains an open direction.
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