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Abstract

In this work, we build a Question classifica-
tion (QC) dataset from a social media plat-
form, namely the Telegram public channel
called @AskAnythingEthiopia. The platform
allows asking questions that belong to vari-
ous domains, like Politics, Music, Technology,
Religion and so on. Questions are posted in
Ambharic, English, or Amharic in Latin script.
Since the questions are posed in a mixed-code,
we apply different strategies to pre-process the
dataset. As part of the pre-processing tools, we
build a Latin-to-Ethiopic-Script transliteration
tool. We collect 8k Amharic and 24K Amharic
but written in Latin script questions and de-
velop deep learning-based question classifiers
that attain an F-score of 57.79 in 20 differ-
ent question categories. The datasets and pre-
processing scripts are open-sourced to facilitate
further research on the Amharic community-
based question answering.

1 Introduction

Question classification (QC) is growing in popular-
ity as it has an important role in Question Answer-
ing (QA) systems and Information Retrieval (IR)
(Sangodiah et al., 2015). The main aim of QC is
to accurately assign labels to questions based on
the expected answer type, improve the quality of
automated QA systems (Metzler and Croft, 2005;
Van-Tu and Anh-Cuong, 2016). While there are
some attempts in building question answering sys-
tems for Amharic! (Yimam and Libsie, 2009; Taffa
and Libsie, 2019; Abedissa, 2013), there are no
publicly available datasets for question classifica-
tion tasks. To address this gap, we have collected
question datasets from a social media platform,
@ AskAnythingEthiopia Telegram question and an-
swer channel.

' Amharic is the official language of the Federal Demo-
cratic Republic of Ethiopia (FDRE) and for many regional

states in the country. It is written from left to right in Ge’ez
alphabets called Fidal.
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The main contributions of this work are: 1) in-
troduce the first public QC dataset for Ambharic,
2) implement a transliteration algorithm that con-
verts questions written in Latin script to Amharic
Ethiopic or Fidél representation, 3) build deep
learning models to classify questions into pre-
defined categories, and 4) investigate the quality
of the different question categories that have been
collected from the social media platform.

2 Methodology

Related Works: Many studies have addressed the
QC tasks, especially for high-resource languages
like English. Among these, the works by Van-
Tu and Anh-Cuong (2016); May and Steinberg
(2004); Li and Roth (2006, 2002); Lei et al. (2018)
proposed methods of different feature selection al-
gorithms to determine appropriate features corre-
sponding to different question types. The TREC
dataset is for question classification consisting of
open-domain, fact-based questions divided into
broad semantic categories. It has both a six-class
called TREC-6 and a fifty-class (TREC-50) ver-
sion. The work by Yang et al. (2018) built an
attention-based LSTM to conduct Chinese ques-
tions classification. Even though QC has been stud-
ied for various languages, it was barely studied
for Amharic language and there is no benchmark
dataset for question categorization. The works by
Nega et al. (2016); Habtamu (2021); Taffa and Lib-
sie (2019); Abedissa (2013); Yimam and Libsie
(2009) presented Amharic question classification
using different approaches. However, the dataset
used is very small and is not publicly available.
Data Collection: In this work, to build the QC
datasets, we have exploited an existing social media
platform community-based question and answer
channel. We have collected the Amharic question
dataset from the public Telegram group channel
called @AskAnythingEthiopia. Using the Python
Telethon library, we have extracted 83851 ques-
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tions with their categories. Figure 1 shows the
distribution of questions per question class or cate-

gory.
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Figure 1: Distribution of questions per question cate-
gories.

The @AskAnythingEthiopia: This Telegram
group has been established in 2019. It was cre-
ated for only questions that can not be answered
with a simple Google search and governed by rules.
Among the rules, 1) users are suggested to select
the proper question category, 2) do not spread false
information, 3) do not use it for announcements,
and 4) do not ask questions that can be answered
with a simple Google search. It is the first of its
kind in Ethiopia that serves only question answer-
ing in Amharic and/or English languages, which is
a reward-based channel, the user more involved in
the question and answering will rewarded with 500
Ethiopian Birr per month.

Data Pre-processing: The Python Compact
Language Detection library (CLD2) package is
used to detect the script of the questions and we
have found that 7967, 51424, and 24446 questions
are posed in Ambharic, English, and Amharic with
a Latin script respectively. In this study, we have
considered questions written in Amharic Fidél or
Latin scripts to build the machine learning mod-
els. For questions written in the Latin script, we
have implemented an algorithm that tries to con-
vert the text to its nearest possible Amharic Fidil
representation.

Latin to Ethiopic Script Transliteration:
Transliteration is a process of converting ASCII
represented Ambharic texts back to the canonical
Ambharic letter representations. To transliterate
Latin-based Ambharic texts to their Fiddl/Ethiopic
based Amharic representation, we have constructed
rules that try to reproduce the Ethiopic representa-
tion with minimal errors, as a perfect reproduction
is difficult.

Classification Models: In this experiment, we
have employed three different contextual embed-
ding approaches. These are: 1) Unsupervised
Cross-lingual Representation Learning at Scale
(XLMR), which is a generic cross-lingual sen-
tence encoder that is trained on 2.5 TB of newly-
created clean CommonCrawl data in 100 lan-
guages including Amharic (Conneau et al., 2019),
2) AmRoBERTa, a RoBERTa model (Liu et al.,
2019), which is trained for Amharic using a 6.5m
sentences crawled from different sources (Yimam
et al., 2021), and 3) AmFLAIR (Yimam et al.,
2021), is a FLAIR (Akbik et al., 2018) model that
is trained for Amharic. We have fine-tuned the
pre-trained transformer/contextual pre-trained lan-
guage models using our QC datasets and trained
a BiLSTM-based text classification model from
FLAIR.

3 Experimental Setup and Results

For all experiments, the data are further split into
train, development, and test instances using an
80:10:10 split. The training parameters for the
model architecture constitute a learning_rate of
0.5e5, mini_batch_size of 4, and epochs of 10. The
models are trained on a ’Quadro RTX 6000’ GPU
server. As show in Table 1, the classifiers trained
using the AmMRoOBERTA pre-trained model have
achieved an F1-score of 57.29 while those on Am-
FLAIR have achieved an F1-score of 54.20. Mod-
els trained using the multi-lingual XLLMR embed-
ding could not able to predict the question classes
at all. When we see the results at the class label,
questions under Politics and Religion classes are
relatively accurately predicted. The class under
Other has more questions but the model wrongly
predicts most of the questions for this category.

Table 1: Experimental results (F1-score)

Question types RoBERTa AmFLAIR XLMR
Ambharic 50.82 48.93 1.68
Transliterated  57.29 53.47 1.65
Mixed 54.77 54.20 1.65

4 Conclusion and Future Works

In this paper, we presented the first work on the
Ambharic question classification (QC) task, where
the data are collected from Telegram group called
@ AskAnythingEthiopia. The community asked
any questions that could cover 20 categories. As
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most of the online community uses the Latin script
to write Amharic questions, we also developed a
Latin to Ethiopic transliteration algorithm. Us-
ing the cleaned dataset, we built deep learning-
based QC models using a pre-trained transformer
and contextual embeddings. The QC models from
AmROBERTa pre-trained embedding performed at
57.79% F1-score, which is quite a promising result.
The resources such as QC datasets for Ambharic,
the models, transliteration and Pre-processing tools
are available publicly in GitHub repository>. We
anticipate that this dataset can be extended for sev-
eral use-cases to explore Ethiopic NLP tasks® such
as 1) extracting the answers and implementing an
end-to-end QA system, 2) building multilingual
question classification (Amharic + English) sys-
tems, 3) improving the transliteration system using
a dictionary and contextual embeddings for word
correction, 4) extracting the associated multi-modal
data (images, sounds, and videos) to build a multi-
modal QC and QA systems.
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