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Abstract

Visual Question Answering is a multi-modal
task under the consideration of both the Vi-
sion and Language communities. Present VQA
models are limited to classification answers and
cannot provide answers for reasoning questions.
In this work, we introduce an encoder-decoder
model using vision-and-language pretrained
embedding, which delivers multi-word gener-
ated sentences as answers. We utilise LXMERT
and VisualBERT embedding space with three
different generative decoder heads, including
RNNs, Attention RNNs and Transformers. Ex-
tensive experiments show competitive perfor-
mance on the FSVQA dataset through qualita-
tive and quantitative evaluation and a Human
Error Analysis.

1 Introduction

Over the past few years, most end-to-end VQA
models seek to learn joint representations using
visual and textual content and perform classifica-
tion over a predetermined set of candidate answers
based on the joint representations instead of gener-
ating an answer. As a result, the output answer is
usually a single word. However, many questions
that require reasoning cannot be answered in one
word.

Picking the answer from a set of candidate an-
swers turns question answering into pattern match-
ing. However, considering VQA as an answer gen-
eration task instead of an answer selection task can
generate more natural and richer answers and pre-
vent model from overfitting to biases in the dataset.

Hence, we propose a generative model with two
major components. The first is the vision-and-
language pretrained model as an encoder encodes
visual and linguistic information in joint embed-
dings. The second is the language sequence de-
coder, which uses encoded information to decode
answers.
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2 Methodology

Our method consists of implementing an encoder-
decoder architecture and experimenting with vari-
ous models to determine the combination with the
best performance. We train our model on the Full-
Sentence Visual Question Answering (FSVQA)
dataset (Shin et al., 2016).

2.1 Encoders

The encoder part of our architecture extracts fea-
tures from the image and question. In this study, we
utilize two different pretrained models, including
LXMERT (Tan and Bansal, 2019) as a dual-stream
VLP and Visual BERT (Li et al., 2019) as a single-
stream VLP.

2.2 Decoders

The decoder part of our architecture extracts the an-
swer of the input image and question. We employ
RNN-based and Transformer-based networks as
decoders. To investigate the applicability of RNNs
and Transformers to answer generation, we eval-
uate the performance of several variations of our
proposed architecture, such as changing RNN cell
types, adding attention to RNNs and using different
attention mechanisms, and changing the number of
RNNs and Transformer layers.

3 Experiments and Results

Evaluating natural language generation models is
challenging. The similarity between reference
and predicted answers should be measured by
some means. We use BLEU (Papineni et al.,
2002), METEOR (Banerjee and Lavie, 2005), and
RougeL (Lin, 2004) as our n-gram-based metrics.
Embedding-based metrics can be Average score
and BERTScore.

We report the results in Table 1. LXMERT-
3Transformer achieves the best performance in
all metrics and shows marginal improvement over



Method Word-based Embedding-based
Encoder Decoder BLEU METEOR ROUGE-L Average Score BERT Score
LSTM Q+I(Shin et al., 2016) LSTM(Shin et al., 2016) 23.9 23.3 - - -
3-BiLSTM 43.54 66.39 64.74 90.58 84.02
1-BiGRU 40.89 64.15 62.66 89.88 82.46
1-LSTM+Bahdanau attention 79.03 86.43 85.49 95.94 91.84
LXMERT 1-LSTM+Luong(general) attention 79.54 86.96 86.25 96.11 91.90
1-GRU+Bahdanau attention 71.40 83.26 82.62 95.42 89.32
1-GRU+Luong(dot) attention 73.92 84.71 83.84 95.73 90.37
3-Transformer Decoder 86.73 91.18 90.60 90.20 95.01
3-BiLSTM 20.46 41.51 41.19 87.21 73.43
1-BiGRU 22.72 45.66 45.26 88.42 74.32
1-LSTM+Bahdanau attention 84.27 88.07 87.28 97.11 93.50
VisualBERT 1-LSTM+Luong(concat) attention 82.90 87.71 86.90 97.17 93.11
1-GRU+Bahdanau attention 72.20 82.87 82.40 96.10 89.26
1-GRU+Luong(dot) attention 79.65 86.17 85.23 96.93 91.81
3-Transformer Decoder 85.95 89.76 89.09 91.94 94.44

Table 1: Results of our proposed models on FSVQA dataset. The numbers in the decoder names mean the number of
layers. Bold indicates best overall performance, while an underline indicates best in encoder category performance.

LSTM Q+I as the baseline. Comparing different
encoders together demonstrates that when we uti-
lize RNN and Transformer as a decoder, LXMERT
outperforms VisualBERT. However, when we use
Attention RNNs, VisualBERT produces better re-
sults. By comparing performance across the de-
coders, Attention RNNs surpass RNNs by a large
margin. This is due to Global Attention’s ability
to focus more on the critical parts of the input data
to generate answers and solve the forgetting prob-
lem of RNNs dependencies between words in the
sequence. Furthermore, using Transformers as a
decoder shows the best performance compared to
RNNs and Attention RNNs.

4 Error Analysis

This section investigates why Transformers as
decoders perform better than RNNs and Atten-
tion RNNs. We randomly select 100 instances
from the test set based on each question cate-
gory’s ("yes/no", "counting”, "color detection", and
"others") distribution overall and analyze the an-
swers generated by each decoder’s models trained
on the FSVQA training set. We evaluate the
best models LXMERT-3BiLSTM, VisualBERT-
BahdanauLLSTM and LXMERT-3Transformer. The
generated answers when examined manually,
broadly fell within the following categories.

 EM (Exact Match)

* WA (Wrong Answer): The model only generates incor-
rect VQA single/multi word answers while the context
and description are correct.

¢ GE (Grammatical Error)

* WD (Wrong Description): When the model generates
the correct VQA single/multi word answer, but the de-
scription is wrong.

* E (Error): The generated answer is completely wrong.

* AA (Alternative Answers): These answers are correct
but are not an exact match.

LXMERT-3BILSTM 75%
VisualBERT-BahdanaulSTM 1%
LXMERT-3Transformer 85%
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Figure 1: Number of errors different generative VQA
models make, split by error category.

In Figure 1, we show the number of errors that
different models make, aggregated by error cate-
gory. We note that LXMERT-3Transformer tend
to produce fewer errors across all error categories,
especially not generating any sentence with gram-
matical issues. We also conclude from Figure 1
that Transformers outperform RNNs and Attention
RNNSs to generate answers. Moreover, they had
results better than RNNs and Attention RNNs in
VQA singular answers.

5 Conclusion

We have presented a novel encoder-decoder model
using vision-and-language pretrained embedding,
a generative solution for the visual question an-
swering task. We implemented different decoder
heads, including RNNss, attention RNNs and Trans-
formers on some popular VLP such as LXMERT
and VisualBERT. Empirical results on the FSVQA
dataset show that our model is comparable with
the classification settings of VQA. We also show
the effectiveness of several model components and
training methods via detailed analysis.
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