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Abstract

In this study, we evaluate the efficacy of
few-shot and zero-shot learning techniques
within a Transformer-based model for
Visual Question Answering (VQA).
Leveraging the CLIP model, we conducted
experiments across both English and
Persian languages using the ParsVQA-
Caps dataset. Our findings highlight the
effectiveness of prompt-based strategies in
enhancing VQA performance and provide
valuable insights into their application in
multilingual contexts.

1 Introduction And Related Works

In recent years, learning-based methods for
recognizing objects and events in images
have seen significant progress. Numerous
models have emerged across the fields of
Computer Vision and Natural Language
Processing, demonstrating impressive accuracy
in image categorization, discovery, and
recognition. However, these models typically
rely on extensive labeled data to achieve
high performance. Despite their data-hungry
nature, acquiring large datasets, particularly
in certain domains and languages, can be very
expensive. To the best of our knowledge,
there exists a notable deficiency in models
tailored for Persian language and culture across

various Computer Vision and NLP domains.

Additionally, Persian datasets in these domains
remain notably limited. Consequently, current
research is increasingly focused on leveraging
limited data for training, and it seems that
the future of artificial intelligence is aimed at
reducing the amount of data (Wilson et al.).
Few-shot and Zero-shot learning represent
learning approaches that demand minimal
data for handling previously unseen categories
(Rahman et al., 2017). Although some recently
introduced models using these approaches have

achieved notable outcomes, the endeavor to
improve the performance of the models is still
ongoing.

In this paper, we leverage a Transformer-
based model called CLIP (Radford et al., 2021)
through VQA using Few-shot and Zero-shot
learning approaches (Shen et al., 2021) (Song
et al., 2022). Our experiments encompasses
both English and Persian languages, utilizing
the ParsVQA-Caps dataset (Mobasher et al.,
2022) which is a benchmark for VQA and Image
Captioning in Persian.

2 System Overview

Considering that CLIP model has only text
encoder and image encoder, to adapt this
model for VQA task, we need to utilize prompt-
based learning. We employed several prompt
templates in order to compare their results.
The architecture of our model is shown in Fig.1.
The Persian prompts employed in our study
are as follows:

o [A] il [Q) :

o [Q] [A]

¢ el Q] sl [A]

And the English prompts are:
« Retrieve [A] from [Q)]

« [Q] [A]
o Question: [Q] Answer: [A]

During the training process, we construct
prompts by pairing each question with its
corresponding correct answer. These prompts
are then used as inputs for the text encoder of
the CLIP model. The image is fed into CLIP
image encoder. CLIP employs a contrastive
learning approach, which is a technique that



Figure 1: Overview of our model

encourages the model to bring similar pairs
(encoded vector of text and encoded vector
of image) closer together in the shared latent
space while pushing dissimilar pairs further
apart. This is achieved by minimizing a loss
function that quantifies the cosine similarity
between the encoded representations.
1-T;

Cosine(1,T;) = T (1)

On one hand, for English, first we translated
the Persian data to English using Google
Translate API from deep-translator tooll.
Then we employed CLIP with VIT-B/32 as its
image encoder. On the other hand, for Persian,
we utilized the CLIPfa model (Sajjad Ayoubi,
2022) with VIT-B/32 as its image encoder. It
is worth highlighting that we employed Zero-
shot and Few-shot learning techniques to adapt
the model to our specific task, without prior
pre-training.

During the test phase, we define the entire
set of answers in the test dataset as the
valid set, denoted as Z. For each test data,
we generate a set of prompts, where we
incorporate all possible answers from Z. These
completed prompts are then passed through
the text encoder, and their representations are
compared to the image feature vector using
cosine similarity. The label associated with
the prompt that yields the highest similarity
score is chosen as the correct answer for that
particular test instance.

3 Results

We conducted multiple experiments on both
Persian and English. Our Few-shot evaluations
were conducted with varying shot counts,
specifically 2, 4, 8, and 16 shots and the results
are shown in Fig.2 and Fig.3.
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Figure 2: CLIP accuracy on VQA - English
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Figure 3: CLIP accuracy on VQA - Persian

Based on the charts, it is evident that the
"[Q][A]” prompt yielded the highest accuracy
in Persian, while the "Retrieve [A] from [Q]”
prompt performed best in English. To provide
a more precise assessment, it’s important to
note that in the English dataset, there are
188 distinct labels. Therefore, the random
chance level would be 0.53%, and our top-
performing model achieved an accuracy of 5.6%,
which is over 10 times better than chance.
In contrast, in the Persian dataset, there are
192 distinct labels. Consequently, the random
chance level would be 0.52%, and our best
model achieved an accuracy of 4.6%, which
represents an improvement of approximately
8.8 times over chance. While it was anticipated
that increasing the number of shots in Few-
shot learning would lead to higher model
accuracy, the diagrams for both languages
reveal fluctuations in performance.

4 Conclusion

Our study leveraged the CLIP model for Zero-
shot and Few-shot learning using a dataset
showing Persian culture. = We conducted
comprehensive experiments with a range of
prompts, spanning both English and Persian
languages.

"https://pypi.org/project/deep-translator/
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